
AI—The Social Disruption

Copyright © 2021, Association for the Advancement of Artificial Intelligence. All rights reserved. ISSN 0738-460216  AI MAGAZINE

It is clear that advances in artificial intelligence (AI) and 
related tools have enormous potential for driving inno-
vation and productivity and will have significant effects 

on the quality and quantity of work in the future. Yet 
there is considerable uncertainty over whether the dom-
inant effect will be to eliminate jobs and replace human 
judgement with algorithms, or to inform and support 
human judgments with additional, better, and more timely 
information.

 One of the greatest challenges and 
opportunities of our time lies in har-
nessing the innovative potential of 
emerging technologies to help achieve 
a more prosperous and just society. 
Discussions of how to do so are at the 
center of debates over how artificial 
intelligence, machine learning, and 
associated tools might affect the future 
of work. In this article, I will outline a 
proactive strategy for addressing these 
issues.
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Moreover, the ability of AI tools to obtain and use 
personal data about how people work and live adds 
another challenging dimension to the governance of 
this particular technology. The purpose of this article 
is to lay out a framework and set of concrete actions 
for how AI tools could be developed and imple-
mented to ensure they contribute to creating more 
productive and fair workplaces and more broadly 
shared prosperity. The centerpiece of the action plan 
lies in bringing the multiple stakeholders that are, 
or will be, affected by AI into the processes of defin-
ing the problem(s) AI is asked to address, and into 
the design, implementation, and use of these tools 
in practice.

In 2018, the President and Provost of the Mas-
sachusetts Institute of Technology (MIT) charged a 
university-wide task force on work of the future to 
shift discussions regarding the future of technology  
and work from debates over how many jobs the 
advances in technology will destroy, to creating a 
more proactive exploration of how technologies 
can be used to create a more inclusive society and 
broadly shared prosperity.1 The decision to organ-
ize this task force was motivated by the recognition 
that our societies cannot afford to perpetuate or 
worsen existing income inequalities and divisions 
between winners and losers from deployment of AI, 
robotics, advanced manufacturing, and other tech-
nological breakthroughs that institutions like MIT 
help to invent and move into practice. MIT is not 
alone in taking up this question. Organizations as 
diverse as the World Economic Forum, the Organi-
zation for Economic Cooperation and Development 
(OECD), global labor union federations as well as 
those in Europe and the USA, and many consult-
ing firms are now focused on the same questions. 
There is a growing recognition (see, for example, the 
Institute for Electric and Electronic Engineers; IEEE 
2017) that multiple stakeholders need to discuss the 
ethical issues associated with AI, and that there are 
big risks to leaving the development and application 
of AI tools to the sole discretion of the companies, 
researchers, and vendors competing to advance their 
use in industry.

In this article, I will outline my own views on how 
to harness the use of AI in constructive ways and 
deal with the disruptive effects it will have on jobs 
and those who will be displaced. This approach rec-
ognizes the obvious: AI can be developed in ways 
that augment how humans do their jobs and it will 
change how work is organized; and it will displace 
some unpredictable numbers of workers. A compre-
hensive strategy must deal with both sets of effects. 
Doing so (see figure 1) will require changes in who 
defines the problems AI is asked to address, how AI 
systems are designed and deployed in organizations, 
how the workforce is trained and engaged in the 
design and deployment process, how data privacy 
and ownership is managed, and how public and pri-
vate resources are allocated to address the impacts of 
AI on workers who are displaced.

Defining the  
Problems AI Is Asked to Solve

Russell (2019) provides a clear articulation of the 
starting point for using AI constructively:

Because machines, unlike humans, have no objectives 
of their own, we give them objectives to achieve. In 
other words, we build optimizing machines, we feed 
objectives into them, and off they go… Machines 
are beneficial to the extent that their actions can be 
expected to achieve our objectives.

Given these statements, the key question is who is 
the we in determining the objectives specified for AI/
machine learning tools? The most frequent answer 
to this question is the inventor or developer of the 
tool or the organization paying for it. Yet the effect 
of leaving the definition of the problem to the pri-
vate interests of entrepreneurs or developers will 
inevitably bias AI development toward narrow eco-
nomic objectives that don’t take account of the full 
costs, or potential benefits, of how the technology is 
deployed or to the full range of effects it has on the 
individuals who either supply data or are targets or 
users of data.

Consider, for example, the race of so many entre-
preneurs and firms to develop self-driving vehicles. 
Why is the objective of this particular suite of tech-
nologies defined as achieving driverless trucks, cars, 
and other vehicles — that is, the so-called level 5 (Car 
and Driver 2017) of autonomous vehicles? Doesn’t 
society have an interest in how these technologies 
are designed and developed? Why isn’t the overall 
goal to develop safer, more efficient, and more acces-
sible transportation systems for all? The specific 
technologies in semi- or fully autonomous vehicles 
will need to interact and be supported by a range of 
infrastructure changes paid for by public authorities. 
If these broader goals, stakeholders, and needed 
investments were embedded in defining the problem 
and choosing the design parameters, perhaps the 
ultimate solutions would be a better integration of 
technical support for the humans in the drivers’ 
seats and the many users of the next generation’s 
transportation systems.

Moreover, if the problem definition stays focused 
narrowly on achieving driverless vehicles, others — 
highway and urban planning authorities, those who 
drive for a living, and other drivers and pedestrians 
who interact with driverless vehicles — will be left 
to pay the costs of adjusting to the new technology. 
These stakeholders should have a voice in shaping 
how the initial problem and objectives are defined 
and how these and other consequences are consid-
ered and addressed in the technology development 
process.

In the context of work, leaving it to vendors and 
employers to define the objectives of new technology 
is likely to translate into defining the primary objec-
tive of the technology as a labor- saving strategy, 
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that is, replacing human labor and judgment with 
technologies aimed at increasing productivity or 
profitability by driving down labor costs or limiting 
human judgments about how work is carried out. 
While driving down labor costs is a legitimate objec-
tive to ask of any technology, it has three negative 
consequences if it is the sole or dominant objective 
for AI.

First, it leads to inefficient and over-investment in 
automation largely because inventors lack either the 
incentives or the knowledge to consider how work-
ers and human judgment might complement what 
machines can do (Mindell 2015; Thomas 1996). Elon 
Musk, founder and Chief Executive Officer of Tesla 
Inc., provided the most recent example of this long-
standing tendency. In 2016, he announced he was 
building the most automated auto assembly opera-
tion in the world. Two years later he had to admit 
that he had “under-rated” workers (Geggell 2018). 
He had to bring in large numbers of workers because 
his automated operations couldn’t get Tesla’s Model 
3 out the door in time to satisfy either his customers 

or his investors. As will be noted below, he apparently 
didn’t learn this lesson from General Motors’ experi-
ence in trying the same strategy in the auto industry 
in the 1980s.

Second, much of the basic research that AI system 
developers build on is, or has been, funded with pub-
lic resources. Thus, the public has a legitimate right 
to insist that AI systems address the public’s interest 
as well as the private economic interests of those 
purchasing or selling AI tools. The good news is some 
small steps are being taken to support research and 
development of AI tools that address big social prob-
lems. The US Air Force and MIT recently announced 
agreement to create an Artificial Intelligence Accel-
erator Program that will support projects using AI to 
address critical social problems.2 More broadly, OECD  
reports that a number of countries such as Finland,  
Japan, Korea, Saudi Arabia, China, and others, as  
well as the European Union, are engaging multiple 
stakeholders in developing national AI governance 
guidelines.3 Thus, there is growing recognition of the 
public’s stake in AI development and use.

1. Involve Key Stakeholders in De
ning
the Problem(s) Technology Is Being Asked to Solve.

2. Engage Workers Early and Directly
in the Design and Implementation of an

Integrated Technology and Work Design Process.

3. Train the Workforce Before the
Technology Is Deployed.

4. Protect the Ownership and
Privacy of Personal Data.

5. Provide Adjustment Assistance and
Fair Compensation to those Adversely Affected.

Figure 1. Elements of an Integrated Technology and Work Strategy.
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Third, labor-saving benefits that accrue to an indi-
vidual firm are associated with corresponding costs, 
some of which are borne by the individuals displaced 
and some by society; only a fraction is borne by the 
individuals and organizations that realize the ben-
efits of the increased productivity. The effect is to 
increase inequality between the investors who ben-
efit from the productivity improvements and those 
who lose jobs and income (MIT Work of the Future, 
2019).4 At a societal level, this difference between 
winners and losers from economic changes has been 
shown to contribute to social divisions and political 
polarization (Autor, Dorn, and Hanson, 2013).

In the specific context of work, the workforce is 
one of the key stakeholders that needs to be better 
represented in defining the problems AI is asked to 
address. Yet, in many countries workers and their rep-
resentatives lack the legal rights or power to gain a 
voice in problem definition.

The need for this early-stage involvement in the 
uses of AI in employment relationships is especially 
critical as the number of vendors of human resource 
(HR) information systems proliferate. A growing num-
ber of external vendors and internal HR data analysts 
are developing and offering AI tools for recruitment, 
selection, training, performance assessment, moni-
toring the pace of work, and other aspects of employ-
ment relationships (Bersin 2018; Tambe, Cappelli, and 
Yakubovich 2019). At a recent meeting of high-level 
HR executives, concerns were raised over the lack of 
transparency of some of these systems. HR execu-
tives were purchasing and using some of these sys-
tems to support their decision-making but lacked an 
understanding of how the system’s algorithms gen-
erated the decision outcomes. This violates a basic 
requirement of explanation that the European Union 
built into its regulation of AI systems (Goodman 
and Flaxman, 2017). It is not surprising that several 
lawsuits have been filed against leading vendors of 
these systems. If the users (HR staff) of these systems 
cannot explain and defend the reasons the system 
produces a given set of results (for example, why one 
person is hired whereas another is screened out), 
then perhaps the system shouldn’t be used.

Sequential versus  
Integrated Technology  

and Work Design Processes
Significant changes will be needed in the standard 
way organizations manage the introduction of AI and 
related technologies for AI to both increase produc-
tivity and improve work processes. Figure 2 illustrates 
two alternative processes for introducing technologi-
cal innovations into organizations (Antonis, Miller, 
and Kochan 2018). The typical process is sequential. 
A vendor or other inventor develops a generic tool for 
digitizing or automating some set of work processes 
and sells this generic tool to organizational executives. 
Then a process of negotiations begins between the 

vendor or inventors and the managers of the opera-
tions involved over how to tailor the tool to fit into 
the organization’s specific business and work processes. 
This can take considerable time and often involves 
considerable negotiations and conflicts with engi-
neers, information technology specialists, and man-
agers who are invested in legacy systems and ways of 
organizing work systems in their domain. At some 
point, HR executives are brought into the discussion 
to assess whether the workforce has the skills needed 
to work with the new technology or how many 
workers either lack these skills or will not be needed 
because the technology promises to be labor saving. 
The Tesla example noted above and evidence from as 
far back as the introduction of robotics into auto 
manufacturing in the 1980s (MacDuffie and Krafcik 
1992), investments in information technologies in 
the 1990s (Bloom, Sadun, and van Reenen, 2012; 
Bresnahan, Brynjolfsson, and Hitt 1999), and elec-
tronic records technologies in health care (Draca, 
Sadun, and van Reenen 2009; Hitt and Tambe 2016; 
Litwin 2011) all demonstrate that technology strate-
gies conceived and implemented separate from con-
sideration of management practices, work systems, 
and workforce changes prove to be less productive 
than systems that are informed by those who under-
stand these issues. AI developers need to learn the 
lesson from these prior examples.

The alternative to the sequential strategy is to inte-
grate technology design and decision- making pro-
cesses with decisions about how work systems might 
be changed to put the technology to best use. This 
idea is as old as the socio-technical studies in coal 
mining and other industries conducted by the Tavis-
tock Institute in the 1940s and 1950s (Trist and Bam-
forth 1951). More recently, information technology 
specialists describe this as user-based or agile devel-
opment processes (Sacolick 2020). Specifically, these 
processes call for engaging the end users of the new 
tools at each stage of the development, implementa-
tion, and use of the new technology. In workplaces 
this may mean managers and front-line workers and, 
if the workforce is represented by a union and/or a 
works council, with worker representatives. To get the 
best returns from technology, AI included, technology 
and work design should be integrated, not developed 
in a sequential process where technology design is 
determined prior to and apart from considering its 
effects on work and the workforce.

An integrated strategy requires significant organ-
izational, institutional, and public policy changes. 
In the USA, workers have a very weak and at best 
secondary right to participate in negotiations over 
the impacts of technological change but no rights to 
participate directly in the design process. To make an 
integrated strategy viable, labor law needs to change 
in two respects: First, the scope of collective bargain-
ing would need to be expanded to give workers the 
right to negotiate over the design of technology and 
to have advance notice of technological changes that 
will affect work processes. A bill to do so has been 
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introduced in the US Congress, but is unlikely to get 
serious attention for some time to come (Brown 2019). 
Second, regardless of whether a union is present, 
workers would need to have some type of consulta-
tive body available to obtain information and consult 
on the design and implementation of AI and other 
technologies (Tambe, Cappelli, and Yakubovich 2019).

In Europe, unions tend to be stronger and works 
councils provide more opportunities for engaging the 
workforce in the implementation process. Indeed, 
some union leaders are calling for the expansion of 
work council responsibilities so workers, managers, 
engineers, and others have access to information on 
the plans to introduce new technologies before they 
are finalized, and can discuss and advise developers 
on issues of data privacy, use, and other relevant 
issues (Colclough 2019).

Training before the  
New Technologies Appear

If workers and their representatives are to participate 
effectively in technology decision-making, they need 
to have knowledge and skills required to add value 
to these processes. This will require a massive invest-
ment in continuous (life-long learning) education and 
training to prepare the workforce to engage new 
technologies, including AI, before the technologies 
are brought into their workplaces (World Economic 

Forum 2019). Training should include the technical 
and social skills needed to add value to technology 
strategies and decisions. Waiting to retrain workers 
when new technologies are being introduced is too 
late to prepare the workforce to adapt to, and work 
with, new technologies when they appear at the 
workplace.

Labor organizations also need to develop the capac-
ity to participate in technology decision-making. 
Workers and their representatives should have access 
to educational programs and resources to develop 
expertise on AI, robotics, and other emerging tech-
nologies. Our group at MIT plans to produce an online 
teaching module that addresses what workers and 
their representatives need to know about emerging 
technologies, including but not limited to AI. The 
goal is to develop a cadre of labor experts who in turn 
can represent and educate and train others in what 
they need to know to effectively represent workers in 
the technology decision-making processes.

Labor organizations around the world are taking 
similar steps by recruiting data scientists to advise 
their local officers and develop applications to use 
member data; such data could serve to track the effects 
of technology on many issues of concern for a modern 
workforce. These professionals can provide an impor-
tant service in “training the trainers” to empower 
the workforce to engage in deploying technologies 
in productive and equitable ways, and to suggest 
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Figure 2. Two Processes for Introducing Technological Innovations into Organizations.

Source: Antonis, Miller, and Kochan (2018).
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ways of improving and finding new applications of 
these tools after they are implemented. This is espe-
cially important because a critical source of produc-
tivity improvement from technological innovations 
comes from the tacit knowledge that individuals 
and teams of workers draw on to drive incremental, 
continuous improvement efforts after technological 
changes are put into use (Orlikowski 2000; Piore 2019; 
Polanyi 1966).

Strengthening Adjustment  
and Compensation Policies

Because some unknown numbers of workers will be 
displaced by AI and related technologies, employers, 

labor organizations, and public policymakers all need  
to work together to provide effective adjustment assis-
tance and fair compensation to those whose jobs and 
careers are adversely affected. The USA ranks near 
the bottom of OECD countries in the percentage of 
gross domestic product invested in retraining and 
labor-market adjustment programs (OECD 2019). 
Many European countries have active labor-market 
adjustment programs that are funded through com-
binations of public and private investments and often  
administered by labor organizations or via collaborative 
business, labor, and government institutions (World 
Economic Forum 2019). Singapore has taken a very 
proactive approach to this task.5 As part of its national 
digitization and innovation strategy, the government 

1. Put Data Rights and Privacy at the
Top of the Bargaining Agenda:

Management Must Be Accountable to
Workers/Shop Stewards on Their Use

of Data Throughout the Data Life Cycle.

2. When Investing in New Technologies,
the Organization Should Be Obliged to

Create at the Same Time a “People Plan.”

3. Negotiate for an Expansion of
the Works Council Responsibilities

or Establish an AI and Data
Governance Council.

4. Follow the OECD Principles Calling for
Attention to People and Plant Issues,
Social Dialogue, Skill Development,

and Just Transitions to New Technologies
(http://bit.ly/OECDPrinciplesFWOW.)

Figure 3. UNI Global Union Demands Regarding the Ownership and Protection of Worker Data.
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1.1. Inclusive Growth, Sustainable Development and Well-Being:
Stakeholders should proactively engage in responsible stewardship
of trustworthy AI in pursuit of bene�cial outcomes for people and
the planet, such as augmenting human capabilities and enhancing
creativity, advancing inclusion of underrepresented populations,
reducing economic, social, gender and other inequalities, and
protecting natural environments, thus invigorating inclusive growth,
sustainable development and well-being.

1.2. Human-Centered Values and Fairness:
AI actors should respect the rule of law, human rights and democratic
values, throughout the AI system lifecycle.

1.3. Transparency and Explainability:
AI Actors should commit to transparency and responsible disclosure
regarding AI systems. To this end, they should provide meaningful
information; foster a general understanding of AI systems;
make stakeholders aware of their interactions with AI systems;
understand the outcome, and, enable those adversely affected by an
AI system to challenge its outcome based on plain and easy-to-understand
information on the factors, and the logic that served as
the basis for the prediction, recommendation or decision.

1.4. Robustness, Scurity and Safety:
(a) AI systems should be robust, secure and safe throughout their
entire lifecycle so that they... do not pose unreasonable safety risk.

1.5. Accountability:
AI actors should be accountable for the proper functioning of AI
systems.

Figure 4. OECD Council on Artificial Intelligence Recommendations.
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has constructed twenty industry transformation maps 
that project changes in technologies relevant to each 
industry. The government also provides training 
vouchers for workers to update their skills in antici-
pation of the changes that lie ahead.

Data Ownership and Privacy
AI technologies pose significant data ownership and 
privacy issues. These issues are now emerging as a 
highly contested area of concern and debate. For 
example, figure 3 lists a set of demands that the UNI 
Global Union6 has put forward regarding ownership 
and protection of worker data (Colclough 2019). 
Figure 4 summarizes the recommendations of the 
OECD Council on Artificial Intelligence that were 
drafted by a multistakeholder expert group con-
sisting of employer representatives, governments, 
academics experts, and labor unions.

The European Union has recently adopted a direc-
tive governing AI that, among other provisions, 
requires AI system designs to protect individuals 
against discrimination and to be transparent, that is, to 
able to provide individuals with an explanation of the 
causal reasoning or logic embedded in the system. As 
Goodman and Flaxman (2017) note, these European 
Union regulations may be difficult to apply or enforce 
in practice. By definition, AI system predictions 
discriminate among factors that are correlated with a 
target outcome and it is extremely difficult to identify 
the relative importance of a specific variable or set of 
variables in producing the predictions of a complex AI/
machine learning system. Thus, how these regulations 
will be applied and enforced is an open question. They 
may, however, be a harbinger of similar regulatory 
debates to come in other government bodies.

These are just several examples of the escalating 
interest in and discussions of AI system design and 
use that are underway across the world. Together 
they signal the determination of a growing number 
of societal groups to develop a more inclusive and 
comprehensive set of principles, guidelines, and per-
haps regulations governing use of personal data in 
AI systems.

Conclusion
The central point of this article is that how AI is 
received by and affects society will depend on who 
participates in the key decisions influencing its design 
and use. While there is no single deterministic path 
for AI, I offer the following predictions about the 
future of AI if no changes are made in who defines the 
problems it is asked to address and in the design and 
implementation processes that currently dominate 
how it is introduced and used in workplace settings:

First, vendors and developers will more frequently  
use AI systems to replace rather than augment work-
ers and human judgment. Second, AI deployment will 
result in over-automating tasks and under-achieving  
its potential for increasing productivity and innovation. 

Third, the use of AI will increase inequality in the 
distribution of benefits and costs and leave signif-
icant social and economic costs of its effects to be 
borne by society. Fourth and finally, there will be sig-
nificant opposition and backlash from the workforce 
and others in society over the use of their personal 
data in AI systems.

These effects could be mitigated (and the predic-
tions therefore proven wrong) if the following occurs 
instead: The AI community engages the stakehold-
ers, who share an interest in AI development and 
use; the organizations that invest in AI take an inte-
grated approach to its design and implementation; 
the workforce and its representatives become more 
proactive and influential in AI and related technol-
ogy decision-making and workforce development; and 
societies expand and deepen labor market adjustment 
policies for displaced workers. In short, a new gov-
ernance system could help AI achieve its full inno-
vative and productivity-enhancing potential while 
ensuring the benefits it generates are widely shared.
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Notes
1.	 See workofthefuture.mit.edu.
2.	 MIT and US Air Force Sign Agreement to Launch AI Accelerator.  
MIT News.  May 20, 2019.  https://news.mit.edu/2019/mit-and-us-air-
force-sign-agreement-new-ai-accelerator-0520.
3.	 www.oecd.org/employment/activation.htm.
4.	 See workofthefuture.mit.edu.
5.	 www.skillsfuture.sg.
6.	 UNI Europa (formerly Union Network International), the European 
Services Workers Union; www.uniglobalunion.org.
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